
Less talk, more evidence...

A/Professor Joshua McGrane                                             

Assessment and Evaluation Research Centre                             

The University of Melbourne                                                               

Kellogg College, University of Oxford                                              

EDUCATIONAL
ASSESSMENT &
GENERATIVE AI

AEA Europe 25th Annual Meeting 2024







THE 'MOON LANDING'...





A KIND OF MAGIC

“Just for a moment, then, imagine what the
result would be if all student essays could be
turned over to a computer, which would
perform a stylistic and subject-matter
analysis according to the general rules
desired, and deliver extensive comment and
suggestion for the student to the teacher by
the first bell the next day. Surely, this seems a
kind of magic today, yet a beginning system of
this sort may be instituted in a very few
years…” (Page, 1966, p.239)      



MORE TALK...





SOME CHALLENGES AND OPPORTUNITIES...

Challenges
Plagiarism

The 'essay' is on life support

Human cost of the models

Environmental cost of the models

Cultural and linguistic biases

Who 'owns' education

Opportunities
Democratising AI

Address longstanding issues in assessment

Greater focus on 'higher order' skills & SRL

Personalised learning

Leveraging our collective datasets to train and fine-

tune smaller, smarter and more ethical models

Automated grading and feedback





MEANWHILE...









HOW ABOUT THE EVIDENCE...



CAN LARGE LANGUAGE MODELS GRADE?

Rising & Oxford African Reading Comprehension

Short Answer (ROARS) Dataset

162 students in Ghana

9-18 years old, average age 13

67% female

1068 answers to a set of reading comprehension

questions adapted from pre-PIRLS

Triple scored by humans

72% written, 28% spoken (and transcribed)

Simple model prompting approach

Zero vs. few shot prompting



EXAMPLE TASK



CAN LARGE LANGUAGE MODELS GRADE?

GPT-4 strikingly outperformed GPT-3.5-Turbo

in inter-rater reliability with human scoring

GPT-4 with few shot prompting achieved a

Linear Weighted Kappa of .87 (two-class

scoring) and Quadratic Weighted Kappa of .91

(three-class scoring)

Zero shot prompting achieved .83 and .86

GPT-4 equally accurate and reliable compared

to human scoring

Preliminary analysis showed no indication of

bias in terms of students' demographic factors



CAN LARGE LANGUAGE MODELS GRADE?

Subsequently conducted further analysis on

scoring bias (to be published)

Generalised Linear Mixed Effect modelling

Crossed and nested random effects by

student, question and reading passage

No significant effects of gender, age or home

language

GPT was significantly more accurate for

written responses than transcribed spoken

responses



CAN LLMS GRADE MORE COMPLEX TASKS?

The Hewlett Foundation Short Answer Scoring

competition dataset (ASAP-SAS)

10 questions taken from Grade 10 standardised

assessments in the USA

3 Science, 2 Biology, and 5 English

Approximately 1600 responses per task

Analysis included a stratified random sample of

600 responses per task

Two human scores and no demographic information

for students

Holistic scoring

0 - 3 for Biology and two Science tasks

0 - 2 for English tasks and one Science task



MORE COMPLEX PROMPTING

RISE Framework for prompt construction

Role - define the AIs role and the perspective it

should take toward the prompt

Input - provide with relevant information an

data for the AI to consider while producing its

reponse

Steps - outline the series of actions that the AI

should undertake while addressing the prompt

Expectation - describe the desired output

A mix of zero, one and few-shot prompting

Systematically varied the models' temperature

setting



A MIX OF LLMS

Closed-weights, OpenAI models
GPT-3.5-Turbo

GPT-4-Turbo

GPT-4o-mini

Open-weights, Meta models
Llama-3.1-8b

Llama-3.1-70b

Llama-3.1-405b



TASK 10 - SCIENCE



TASK 10 - GPT MODELS - QWK



TASK 10 - LLAMA MODELS - QWK



TASK 5 - BIOLOGY



TASK 5 - GPT MODELS - QWK



TASK 5 - LLAMA MODELS - QWK



TASK 9 - ENGLISH



TASK 9 - GPT MODELS - QWK



TASK 9 - LLAMA MODELS - QWK



SUMMARY OF FINDINGS

There were no overall significant differences in

accuracy and reliability between GPT-4-Turbo.

GPT-4o-mini & Llama-3.1-405b

GPT-3.5-Turbo, Llama-3.1-8b & Llama-3.1-70b

were significantly worse

QWKs varied by subject area for the best

performing model combinations:

.68 to .72 for the Science tasks 

.73 to .76 for the Biology tasks

.59 to .68 for the English tasks

Few-shot prompting with all possible score points

exemplified led to significantly higher accuracy



CAN WE 'TUNE' OUR WAY THERE...

Fine-tuned both the GPT-4o-mini and Llama-

3.1-8b models with varying exemplar dataset

sizes

10 examples per score point through to 150

examples per score point

Llama fine-tuning was done using the rank-

stabilised LORA method with the unsloth

python repository



GPT QWK BY TUNE SIZE - SCIENCE TASKS



GPT QWK BY TUNE SIZE - BIOLOGY TASKS



GPT QWK BY TUNE SIZE - ENGLISH TASKS



LLAMA QWK BY TUNE SIZE - SCIENCE TASKS



LLAMA QWK BY TUNE SIZE - BIOLOGY TASKS



LLAMA QWK BY TUNE SIZE - ENGLISH TASKS



THE ROAD FORWARD...



CONCLUSIONS

LLMs have consistently been shown to automatically grade

at a non-expert human marker level of accuracy and
reliability

We can potentially fine-tune the human out of the loop...

Further exploration with more and varied educational
assessment datasets by discipline, language and culture

More extensive investigation of bias and other threats to
validity

A shift to focusing on production and quality of feedback

rather than grading



CONCLUSIONS

A focus on open-weights models,

collaborative data sharing, and a

democratic, non-profit driven

commitment to the development, use

and validation of AI in educational

assessment - "AI by all, for all..."


